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Channel state information (CSI) estimation 3A&EC

e Channel state information estimation is done to approximate the channel
conditions so that received signals can be appropriately equalised.

* Pilot data compares the received data to the expected data.

* This process is complex and computationally exhaustive. Thus, less optimal

methods are commonly used for speed.
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Deep learning SAENAC

Artificial intelligence

* What is deep learning? -

* How are deep learning models trained? V .. . N

* What is an MLP?

* Why is deep learning attractive in the telecommunications ‘. N
domain?

Weight updates

Input data —> Network I — Output

Loss function

Ground fruth
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Batch normalisation SAENAC

* Batch normalisation is a technique used to normalise activations within
the neural network using batches.
e This has the effect of:
* Speeding up training
e Acts as reguliser
* Decreases the importance of initial weights

e
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Dataset SAENAC

e All datasets and results are in a SISO Noiseless Simple multi-path model
antenna setup deiz

e MLP input datais generated from the Noisy data Simple muI’Fi—path model with 20dB AWGN
received pilot data ECEVET NOBE

i ) . EPA, EVA, Noisy data with delay profiles
* Multiple datasets are used in this study g1y
* LSand LTE-MMSE is used as Doppler EVA dataset with Doppler fading
comparisons fading
Received data CSl estimate
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Architecture and training protocol

* Hyperparameters adjusted in this study:
* Learning rate
e Batch size
* Network depth
* Network width
e Batch normalisation
* |nitialisation seeds
* Network are selected based on validation set
loss and tested on test set BER.

S
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MLP layer
Linear Batch TanH
Layer norm
MLP architecture
Layer 1 » Layer?2 > Layer3 »  Layer4 Linear
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Feature representation

* In our feature representation section we explore two features:

* Angle and absolute
* Quadrature and In-phase

Datoset | resturesussd_[BER _ liss |

Noiseless Angle
Noisy (Trained on Angle (no batch
Noiseless) norm)
Noisy Angle (no batch
norm)
Noisy Ql
n ®
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8.33e-4 4.61e-2
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Feature representation SAENAC,

* We discover that the angle representation does not outperform LS as expected
* Applying the Ql representation, which is Euclidian in nature, performs more

predictably
Angle of the predicted CSI
-2,7734 -2,7734 -2,7734 -2,7734 -2,7734 -2,7734 -2,7734
-2,8164 -2,8164 -2,8164 -2,8164 -2,8164 -2,8164 -2,8164
-2,8593 -2,8593 -2,8593 -2,8593 -2,8593 -2,8593 -2,8593
-2,9023 -2,9023 -2,9023 -2,9023 -2,9023 -2,9023 -2,9023
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Effect of hyperparameter choices: SAENAC,
Network size

* Through our hyperparameter sweep we find that:
* Larger networks perform better
* Simply adding more layers decreases performance
* Adding width to this problem helps the performance
* Thus, only a combination of width and depth provides optimal results

BEST PERFORMING STRUCTURAL HYPERPARAMETERS TEST LOSS

RESULTS FOR MLP TRAINED ON NOISELESS DATA AND NO BATCH
NORMALISATION LAYERS

Depth
Width 1 2 3 4
10 8.4le-2  945e-2 1.27e-1  1.95e-1
100 54le-2  446e-2 254e-2  1.14e-3

1 000  4.7le-2  1.65e-3 9498  6.33e-8
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Effect of hyperparameter choices: SAFNAC
Batch normalisation

 When removing batch normalisation from the angle representation network, the
MLP performs as expected on the noiseless dataset.

* For this reason, we inspect the results of the Ql representation with and without
batch normalisation.

Result (BER)

Noiseless Angle 8.33e-4

Noiseless Angle (no batch norm) 6

Noisy Angle (no batch norm) 1.72e-2

Noisy Ql [0

TEST LOSS RESULTS OVER GROUPED TRAINING PARAMETER FOR NOISY THE SAME SETUP AS IN TABLE I1I, EXCEPT WITH BATCH
DATA WITH QI VALUES AS FEATURES NOERMALISATION
Learning rate Learning rate
Baitch size le-5 le-4 le-3 le-2 Batch size le-3 le-4 le-3 le-2

32 5.28e-3 5.22e-3 5.49e-3 2.64e-2 32 5.47e-3 5.64e-3 5.37e-3 6.33e-3
128 5.32e-3 5.22e-3 5.49e-3 1.40e-2 128 5.47e-3 5.5¢-3 5.36e-3 5.75e-3
256 5.33e-3 5.26e-3 5.56e-3 9.37e-3 256 5.48e-3 5.48e-3 547e-3 5.60e-3
512 5.36e-3 5.3le-3  5.56e-3  7.59e-3 512 5.46e-3  5.47e-3  557e-3  5.59¢-3
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Observed performance SAERRC

I 2022

* Implementing the four layers and 1 000 wide networks, using Ql
representation and batch normalisation, we test the following:
* Generalisation between different delay profiles
* The performance on more complex datasets

BER OF MLP NETWORKS TRAINED ON THE DELAY PROFILE DATASETS BER oF DlFFERlENT EQUALISATIDN_METHQDS ON THE DOPPLER DATASET
AND APPLIED TO THE SAME OF. OTHER DELAY PROFILE TEST SETS WITH VARIOUS AMOUNTS OF DOPPLER SHIFT
Trained on ~ EPA EVA ETU Doppler ~ MLP LS  MMSE
EPA 3.07e-3  LiDe-2  3.63¢2 (Max Hz)
EVA 4823 6883 1572 4 Gfles Lhed  Bhed
skl Celes 93%a3  11cad 100 80le-3 145e2  8.6e-3
LS Method 1.20e-2  143e-2  3.28¢-2 200 9.13e-3  15e2  8.6e3

Performance outcomes:

* We observe some generalisation between different fading scenarios
* The MLPs compete with MMSE under Doppler fading conditions
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Conclusion SAENAC

* An MLP outperforming LS and capable of contending with LTE-MMSE is
developed

* These results could only have been obtained by:
* Careful hyperparameters sweep for both architectural and training
parameters
* |Inspecting the effect of batch normalisation with certain representations in
relation to dataset complexity
* Finally, this research shows the importance of using Euclidian data
representations when implementing MLPs
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